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We explore the effects of planning regulation on the UK retail sector between 1997 and 2003 using micro-

data from the UK census. We document a shift to smaller shops following a 1996 regulatory change that

increased the costs of opening large stores. Our analysis suggests that total factor productivity (TFP) of

multi-store retail chains fell after the introduction of the reform due to the reduction in store size. Overall,

the reduction in store size was associated with TFP of retail chains falling by 0.4% per annum, or 40% of

the post-1995 slowdown in UK retail TFP growth.

INTRODUCTION

The speedup in US productivity growth and corresponding slowdown in UK (and EU)
productivity growth remains an enduring puzzle of major importance to academics and
policy-makers alike. To explain this puzzle, much attention has been shifted to the
retailing and wholesaling sector, which appears to account for both a large share of the
US speedup and UK slowdown (Basu et al. 2003). This paper investigates to what
extent planning regulation might be responsible for this poor performance in UK retail-
ing. We believe this question to be of wider interest since planning regulation is cited to
be a factor affecting EU retailing productivity growth (Pilat 1997, 2005; Timmer and
Inklaar 2005).

Our investigations begin with a central fact. Before the mid-1990s, large UK super-
market chains (which account for almost 40% of retailing employment) were opening
‘big box’ stores on the outskirts of towns. Afterwards, as documented in Griffith and
Harmgart (2005), p. 8), and in our different data below, most UK supermarkets devel-
oped and took over inner-city small shops.1 The shift towards smaller stores is apparent
in Figure 1, which compares histograms of store size in UK national supermarket chains
(i.e. active in SIC 521, ‘Non-specialized retail’) in 1997/8 and 2002/3. Over just four years,
the median size of a store belonging to a large supermarket chain has fallen from
75 employees to 56 employees.

Our data in this paper speak to the relation between chain productivity and within-
chain store size. However, we note that there is reason to believe that the change to
smaller stores is linked to regulation.

First, in 1996 there was a change in retailing planning regulations in the UK (Barker
2006; Competition Commission 2000; Griffith and Harmgart 2008; Haskel and Sadun
2011, Appendix 1; Sadun 2008). This change made it much harder for retailers to build
large out-of-town stores. Instead, to try to support inner-city development, planning per-
mission would be given for development within cities in the first instance and for out-of-
town developments only under special circumstances. This change was further reinforced
in 1999.

Second, after this change there was a remarkable reversal in the construction of out-
of-town retail development. The Barker Report (Barker 2006) documents that in 1971,
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around 65% of new floor space was constructed in town centres. This fell more or less
continuously for 25 years to 23% in 1996. It rose to over 40% in 2003.

Third, although a direct comparison is made difficult by the lack of perfectly compar-
able data,2 the shift towards smaller stores in the UK retail sector is remarkably different
from what happened in countries with different planning policies, where retail chains
have chosen large store formats to drive their expansion. For example, Haskel et al.
(2007) document a continuous trend towards larger stores for the retail sector in the
USA, a country where zoning regulation is, at least on average, lighter than in most Euro-
pean countries. Even within Europe, where planning is typically more regulated, the retail
sector has shown a tendency towards larger surfaces whenever this was a feasible
strategy.

Fourth, the McKinsey Global Institute (1998) draws a direct link between strict plan-
ning regulation and the average size of UK grocery stores. Based on in-house data, it
argues that ‘a typical UK (grocery) store is roughly half the size of a typical US store and
two thirds the size of a typical French store’,3 and that the differences have started to
emerge only after a series of restrictive planning reforms were introduced in the UK in
the early 1990s.4

The main question that we explore in this paper is whether the shift towards smaller
stores can explain the disappointing productivity performance of the retail sector over
the last decade. There are at least two potential channels that link average store size
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FIGURE 1. Changes in the employment distribution of small shops within national supermarket chains

(vertical lines mark the 10th, 50th and 90th percentiles of the distribution).
Notes: Figures are histograms of shop employment for each shop within a national supermarket chain in

1997/8 (top panel) and 2002/3 (bottom panel). A national chain operates in all 11 UK regions. SIC 521 is

‘Non-specialized retail’, mostly supermarkets.

Source:ARD data at ONS.
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and productivity, involving economies of scale and scope. If there are (physical) econom-
ies of scale5 in retailing, the trend to smaller stores would lower measured productivity
levels and, during the switch to smaller stores, retard growth. Considering economies
of scope, smaller stores might have few product lines (Basker et al. 2010). Or suppose
that running a chain of stores requires ‘organizational capital’ to ensure coordination.
But suppose further that organizational capital is not perfectly substitutable between
stores of different sizes. Thus an existing firm characterized by a stock of large stores
(as most of UK national retailers were before 1996), forced by regulation to open small
stores, is less able to use its organizational capital in these new stores. This lowers pro-
ductivity growth as firms adapt their organizational capital to the new store profile.6

We should stress that while our data measure store and chain sizes, they do not directly
measure product lines or organizational capital. Thus while we feel that we can contrib-
ute to the literature by examining the statistical link between size and productivity,
more data would be needed to discriminate between the various hypotheses underlying
this link.

We use a unique combination of store- and firm-level information at the micro level,
drawn from the official UK Office for National Statistics (ONS) business surveys (these
are the microdata underlying the UK National Accounts). Our main findings are as
follows.

First, our microdata show a consistently statistically significant association
between firm-level total factor productivity (TFP) for multi-store chains and various
measures of the sizes and the size distribution of the stores within the chain. In par-
ticular, we find a positive association with the (log) median size of within-chain
shops, and consistent with this, a negative association between firm-level TFP and
the fraction of shops within the chain that are small. The relation is particularly
statistically significant in the non-specialized sector (SIC 521), which includes super-
markets. This is precisely the sector where, as we show, large chains have large
stores, and thus is particularly likely to have been affected by the change to smaller
stores. The coefficients suggest that the fall in within-chain shop size is associated
with lowered TFP growth in retailing by 0.2% pa. This is about 20% of the post-
1995 slowdown in UK retail TFP growth of about 1% p.a. documented by Basu
et al. (2003).

Second, to get some idea of the implied valuation of having small shops, we calculate
that this TFP represents about £88,000 per extra small within-chain supermarket store.7

The idea that inputs’ heterogeneity might affect productivity is not new: for example,
it is widely advanced that at least part of Southwest Airlines’ efficiency is due to having
the same type of aircraft, or that for Walmart to having one type of ‘big box’ store. How-
ever, we are not aware that this idea has been investigated using retail microdata, and
herein is the main contribution of our paper. Our findings are, of course, correlations in
the data, although we do control for fixed effects and we do have some preliminary IV
estimates.

In closely related work, Griffith and Harmgart (2005, 2008) have used store-level data
on the opening of new retail stores from the Institute of Grocery Distribution. There is,
however, no productivity information in their data. In their 2008 paper, they add data on
individual-level food prices to estimate the price effects of regulation via competition. We
explain these differences in the final subsection of Section III.

The paper proceeds as follows. In Section I we document the data sources, in Sec-
tion II we provide a brief overview of the theoretical arguments behind our estimations,
and in Section III we describe the econometric work. Section IV concludes.
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I. DATA

Microdata

Our empirical analysis is based on microdata on retail firms and stores drawn from the
official UK ONS business surveys. Full details of sampling etc. are set out in the longer
working paper version of this paper, Haskel and Sadun (2011, Section 2.1).

In summary, our retailing data consist of output, capital, materials and labour at
the chain/firm level, supplemented with employment data at the store level. Thus we
examine how the productivity of the chain relates to chain inputs, such as bought-in
materials, capital, etc., and also the size distribution of its stores. The chain-level/store-
level issue raises a number of measurement issues (econometric issues are discussed
below).

First, retailers in, for example, food and hardware tend to report data together, so we
cannot correct for this horizontal integration.

Second, many of the larger retailers are vertically integrated; supermarkets, for ex-
ample, have both their own shops and transport facilities (none on our data had food
production). This is coded on the data as follows: the chain will have a number of stores
classified to retailing and a number classified to wholesaling. Thus below we measure the
fraction of small stores by the fraction of stores classified to retailing only. In our robust-
ness check, we also look at vertical integration and measure it by the fraction of stores
classified to wholesaling.

Third, there is an issue with takeovers depending on how the shops of the new entity
are classified. As a matter of data, however, there are in fact rather few takeovers among
the big stores in our dataset, the takeover wave coming after 2003. Third, we also note
that there is a problem with capital stock. Capital stock is built at the reporting unit (RU)
level using a perpetual inventory method based on RU-level investment data (no invest-
ment data exist at other levels). If a firm then buys an individual small shop, this will not
show up as investment. Thus the measured capital stock understates the true level after
the acquisition (since the new capital in the acquired shop is not added into the capital
stock term), and since output rises, TFP spuriously increases. Since in this example the
fraction of small firms falls, this bias means that we understate (bias towards zero) any
true negative relation between store size and measured TFP.

Fourth, we do not have a measure of real margins and so work with gross output.
Finally, we do not have any measures of stock-keeping units (SKUs). Thus we cannot

test the hypothesis that the source of high measured productivity in large chains is the
proliferation of many product lines at large stores. (Basker et al. (2010) document that
this is an important effect in the USA.)

Industry structure

Table 1 shows information on the structure of the UK retail sector. Given the heterogen-
eity of the subsectors that are classified under Retail (SIC 52), we also provide basic sta-
tistics by 3-digit SIC industry. We have seven industries, with ‘Non-specialized retail’
(SIC 521) covering supermarkets. Descriptions of the industries are given in the table
footnotes. The data show employment for 1997/8 and 2002/3 (i.e. the average of the start
and end years; averages are taken to smooth out jumps in the data). The largest sectors in
terms of employment are ‘Non-specialized retail’ (supermarkets, SIC 521) and ‘Other spe-
cialized retail’ (SIC 524), followed by ‘Food’ (SIC 522) and ‘Pharmaceutical’ (SIC 523).
The largest in terms of stores are ‘Other specialized retail’, ‘Non-specialized retail’ and
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‘Food’. The final columns show the 15-firm concentration ratios, with the highest concen-
tration in ‘Non-specialized retail’ and ‘Other specialized retail’.

In Table 2 we start exploring the role of within-sector firm heterogeneity by dividing
the sample of stores according to the number of stores that they own. We define three
types of retail firm: ‘stand-alone’ or ‘mom and pop’ stores, which are single-owned shops;
‘small chains’, which are chains of stores operating in at least nine (out of the UK’s
eleven) regions; and ‘large chains’, operating in all regions.8 Table 2 shows how shares of
employment in different retail chains (left-hand panel) and share of stores (right-hand
panel) have evolved over time. Looking at supermarkets first, the top row shows that the
share of employment has fallen fractionally in stand-alone stores, fallen more in small
chains, and risen in large chains. The same is true in terms of shops, with a particularly
sharp fall in the share of stand-alone shops. The general pattern is repeated in all sectors,
with the exception of Food and Pharmaceutical. In these sectors the employment share of
stand-alone shops has fallen only fractionally, and the share of large chains has remained
flat (in Food) and risen only very slightly in Pharmaceutical.9 The changes in the shop
distribution are also similar, with a slightly less pronounced rise in the share of large
chains.

Table 3 shows in more detail how the distribution of shop size within chains has
changed, using a number of different measures. All data in this table are for chains, and
we distinguish once more between small and large chains. The categories are Supermar-
kets, Food, Other retail stores, and the rest of the industries grouped together (due to
small sizes), represented by the code 528.

The first pair of columns in Table 3 shows the standard deviation of shop size. For
small chains, this shows an increase over the period in Supermarkets and Other retail, a
small increase in Food, and a decline in the grouped industries. For large chains, the

TABLE 1
SUMMARY STATISTICS BY 3-DIGIT INDUSTRY

Total employment Stores Cr 15

1997/8 2002/3 1997/8 2002/3 1997/8 2002/3

521 Supermarkets 876,905 1,100,000 14,853 18,552 43.2% 45.0%

522 Food, Bev, Tob 94,692 78,763 13,266 10,957 2.9% 2.0%
523 Pharmaceutical 70,483 65,324 6975 7031 3.2% 2.4%
524 Other retail 521,455 705,689 48,455 53,369 10.5% 13.2%

525 Second-hand 2917 3878 819 1469 0.1% 0.1%
526 Not in store 49,016 43,838 1100 835 2.5% 1.8%
527 Repair 4340 6691 953 958 0.2% 0.3%

Notes
Full descriptions of the SICs are as follows:
521 = Non-specialized retail sales, covering, for example, food, beverages or tobacco (includes supermarkets
and department stores).
522 = Food, beverages, tobacco in specialized stores.
523 = Pharmaceutical and medical goods, cosmetic and toilet articles (includes chemists).
524 = Other retail sales of new goods in specialized stores (includes sales of textiles, clothing, shoes, furniture,
electrical appliances, hardware, books, newspapers and stationary, cameras, office supplies, computers; clothing
is biggest area).
525 = Second-hand (mostly second-hand books, second-hand goods and antiques).
526 = Not in stores (mostly mail-order and stalls and markets).
527 = Repair (repair of personal goods, boots and shoes, watches and clocks).
Source:Authors’ calculations from the Annual Respondents Database (ARD).
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change is different: there has been a fall in Supermarkets, Food and the rest, but a rise in
Other retail.

The second pair of columns in Table 3 shows the fraction of small shops in chains.
In devising this measure, there are a number of issues. The problem here is to specify the
benchmark for ‘small’. One possibility is to use some percentile point in a base period,
but this might be regarded as too discrete, and the choice of percentile point is to some
extent arbitrary. Another issue is that if there is some technological force that is expand-
ing all store sizes, then benchmarking against a previous point would not account for this;
rather, one would want to benchmark against a measure like average size in the market.
As it turned out, all the measures gave rather similar answers, so the number used in this
panel is the fraction of shops below the median size of the chain in the base period (1997/
8). For large chains, the picture is one of a rise in the fraction ‘small’ in Supermarkets,
regardless of measure, but falls in other industries. For small chains there has been either
little change or a fall.

Finally, the other columns of Table 3 report the sizes of stores at the 25th, 50th and
75th percentiles of the store distribution.10 Again, the picture is most pronounced for
large chains of supermarkets, namely a fall in all sizes at all points in the distribution.
The median store size has fallen from employing 72 persons to 57, whilst the size at the
75th percentile has fallen from 141 persons to 117 persons. For other industries there is
much less change. Median sizes have hardly changed at all, although there has been a
slight decline in the 75th percentile for large chains.11

These data suggest that the change to smaller shop sizes within chain store size is
largely confined to large chains in supermarkets. Median store sizes in small chains have
risen in all industries, and for large chains in industries other than supermarkets, they are
flat. A number of points are worth making on this finding. First, this is still of interest,
since large supermarket chains account for a large share of overall retailing activity (37%
of value added and 31% of employment). Second, technical progress might have been
expanding store sizes, hence the change to slightly larger stores outside large chain retail-
ing might still be lower than it would otherwise have been. Third, it is plausible that the
move to inner-city stores affected size only in the non-specialized industry. As Table 3
shows, store sizes in large non-specialized chains are by far and away higher than those in
other industries (even in large chains). Thus it is realistic to think that such regulation
might have been binding on only this industry.

II. THEORY

Our econometric work examines the correlation between the distribution of store sizes
within chains and productivity of the chain.12 This section is designed to help the inter-
pretation of this correlation.

Retail chains choose a mix of inputs (capital, labour and materials) to produce. We
consider a store as a specific type of capital, characterized by a location and a dimension
(square footage). As size and store location tend to be correlated (peripheral areas tends
to attract larger stores due to land costs), in what follows we introduce the simplification
that a store can be fully characterized by being small (S) or large (L). Under this assump-
tion, the production function of a representative retail chain can be expressed as

Qit ¼ fðZit;S
L
it ;S

S
itÞ;ð1Þ

where Q represents chain level output, Zit are the standard inputs used in production
(capital stock excluding stores, labour and materials), and SLandSS are, respectively, the
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total number of large and small stores owned by the firm. The subscript i denotes chain
or firm. The reason for considering large and small stores as distinct inputs stems from
the fact that in principle, their marginal productivity may differ, that is,

@Q

@SL
6¼ @Q

@SS
:ð2Þ

The literature has provided a number of reasons suggesting that larger stores may
indeed be associated with higher marginal returns, i.e. @Q

�
@SL � @Q

�
@SS. The simplest

story is one of economies of scale at the store level. As argued by Oi (1992) economies of
scale at the store level may simply be due to the existence of fixed inputs (labour, parking,
advertisement, management, etc.) that generally characterize the activity of retail stores.13

Oi also describes a second possible source of store-level economies of scale, defined as
‘economies of massed resources’, which arise as a combination of consumers effectively
entering retailers’ production functions and stochastic demand.

Economies of scale at the store level may translate into productivity benefits at the
chain level, at least under the assumption that they are not offset by potential coordina-
tion diseconomies at the chain level. In fact, the literature has emphasized that economies
of scale at the store level might actually be magnified when considered at the firm level,
due to potential interactions between sets of large stores and other inputs. Holmes (2001)
provides a model where large stores arise as an optimal choice due to complementarity
with new information technologies (bar codes) and integrated distribution networks.
Basker et al. (2010) describe large stores as an optimal choice in a model where store size
is synonymous with breadth of product lines offered, and consumers are characterized by
preferences for ‘one-stop shopping’. In their model, increasing store size is in a comple-
mentary relation with retail chain expansion (number of stores) via fixed costs in what
they define ‘chaining technology’, i.e. the ability of retailers to coordinate multiple stores.

Economies of scope might also account for a connection between store size and chain
productivity that varies by store size. Suppose that retail chains have a stock of know-
ledge or organizational capital that affects productivity. But suppose that some of that
organizational capital is concerned with running large stores and some with small stores.
It is plausible to assume that there are economies of scope in such knowledge, but such
knowledge may not be perfectly substitutable between stores of different sizes.14 This
kind of effect is presumably part of the reason why low-cost airlines like Southwest fly
one type of aircraft.

Given this simple setup, the relationship between store size, regulation and firm level
productivity can be analysed within a framework of optimal investment choice.15 Con-
sider the case of a price-taking16 retail firm that maximizes its profits by deciding in each
period the optimal amount of inputs and the optimal number of small and large stores
that it wants to purchase.17 The introduction of restrictive planning rules concerning the
openings of large retail stores can be seen as an increase in the price of large stores as
opposed to small stores.18 Everything else being equal, planning reform will then imply
an increase in the (shadow) price of opening a large store, and a reduction in investments
in large stores. Under the assumption that @Q

�
@SL � @Q

�
@SS, this will translate into a

lower overall firm-level TFP.
The negative effect of regulation on TFP would be even stronger if the production

function is characterized by complementarities between large stores and other inputs that
are costly to adjust. For example, a retail chain might have a distribution network based
on large trucks, which suits a network of large stores in peripheral areas, but might be
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extremely difficult to manage with smaller stores in town centres. To the extent that the
firm cannot change its distribution network instantaneously, the move towards smaller
stores lowers productivity growth. The negative effect on productivity is in this case a
transitory phenomenon, and it will eventually disappear as firms adapt their organiza-
tional capital to the new profile of stores.

III. ECONOMETRIC WORK

Specification and measurement

To simplify the analysis, we assume that large and small stores enter the production func-
tion in the form

Qit ¼ fðZit; ðSS
it þ ð1þ aÞSL

itÞÞ;ð3Þ

where the total number of stores is Sit ¼ SL
it þ SS

it, and (1 + a) is the marginal productivity
of large stores relative to small stores. Simple algebra implies that we can rewrite (3) as

Qit ¼ f Zit;S 1þ a
SL
it

Sit

� �� �
:ð4Þ

Based on (4), in order to analyse the relationship between store size and measured
productivity, it suffices to obtain measures for S and the share of large stores owned by
the retail chain, plus of course all the other inputs included in Z.

Regarding the total number of stores owned by chain i, these are included in the firm-
level capital stock. To obtain a measure of the share of large stores, we have to take a
number of steps.

First, as the Annual Respondents Database (ARD) does not contain information on
the square footage of retail stores, we use employment at the store level to approximate
for the average size of a store. Second, we need to define what we mean for a large store.
We proxy for the share of large stores belonging to retail chain i using moments drawn
from its stores’ distribution. For example, everything else being equal, the size distribu-
tion of the j stores belonging to the chain that opens a new large store will shift to the
right. Defining φ(Sit) as a function that maps moments from the size distribution of stores
belonging to chain i at time t, i.e. Sit ¼ fS1

it;S
2
it; . . .;S

N
it g , we rewrite (4) as

Qit ¼ fðZit;Sð1þ a/ðSitÞÞÞ:ð5Þ
The main measures that we use are median store employment and—symmetrically—

the fraction of stores that are below the median observed at the beginning at the sample.
We also experiment with higher moments of the store distribution, using the coefficient of
variation and the interquartile range.

Second, we specify the Z and Q variables in (5), as the usual production function
arguments of chain-level capital, employment and material use, with Q being gross out-
put. There are clearly a number of issues here. The measurement of retail output and es-
timation of relevant input elasticities raises a set of conceptual issues that are discussed in
Appendix 2 of Haskel and Sadun (2011). Here we follow a standard gross output produc-
tion function approach with fixed effects to try to control for as many unobservables as
possible. Also, a measure of capital here is build up via the perpetual inventory method
using data on investment in plant, buildings and machinery. This does not by any means
measure capital in the firm, since much of the effective retailing capital stock is due to
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factors like, for example, floor area. In addition, the investment data is at the firm level
and not the shop level, so the acquisition of shops will not show up as investment. Thus
from the point of view of measurement, it is perfectly possible that our shop size variables
are picking up aspects of the mismeasured capital stock, rather than the organizational
capital stock. It could be argued, however, that this may not matter very much since we
will be unable to distinguish between conventional and physical capital in any case.

Third, as noted above, Betancourt (2004) has argued that sales of a retail store are
affected by distribution services such as ambience, product assortment, accessibility of
location, assurance of delivery, and information. Like other studies, we do not have
detailed measures of these factors, and so proceed as follows. We include regional and
industry dummies to control for any common regional and industry level of distribution
services. Thus, for example, we do not compare food retailers with second-hand car deal-
ers, but compare within 4-digit industries. We enter a dummy for whether or not the shop
is part of a national chain, which should additionally control for ambience-type effects.
We also enter fixed firm effects so that we are comparing changes in sales, controlling for
other things, rather than levels; to the extent that factors such as ambience and location
convenience remain fixed, this should be controlled for. See Appendix 2 of Haskel and
Sadun (2011) for a detailed discussion.

Econometrics

Given the steps described above, and a standard Cobb–Douglas assumption on the pro-
duction function,19 we end up estimating a log-linear equation of the following form for
firm i:

lnQit ¼
X

Z¼K;N;M

cZ lnZit þ cS/ðSitÞ þ c1 CHAINit

þ c2 MNE þ ki þ kT þ kI þ kR þ eit:
ð6Þ

where CHAINit is a dummy taking value 1 if the firm has multiple stores, MNE is a
dummy taking value 1 if the firm is a multinational, ki is a firm-level fixed effect, kT are
year dummies, kI are 3-digit industry dummies, kR are regional dummies, and eit is an
idiosyncratic shock. With a panel of data, we estimate (6) by ordinary least squares
(OLS) and by OLS with fixed effects. The econometric issues involved are discussed in,
for example, Griliches and Mairesse (1995). A number of points are worth making.

First, our primary focus is γS, the coefficient on /(Sit). If regulation determines /,
and if such regulation is orthogonal to firm characteristics, then the estimated γS is un-
biased. If, however, this orthogonality condition fails, the coefficient on / will be biased.
Consider the case where better managers raise both productivity and employment, a par-
tial explanation as to why large firms are more productive. This would tend to make OLS
estimates of productivity and store size overstated. On the other hand, if better managers
are needed to run chains with different mixes of stores, OLS would understate the rela-
tionship between productivity and store size, and overstate the relationship between pro-
ductivity and store dispersion.20 To control for this type of bias we use fixed effects, thus
the impact of / will be biased only if changes in unobserved managerial skill cause both
changes in / and changes in TFP.

Second, unbiased estimation of the effect of input quantities comes from exogenous
factors that cause them to vary, usually taken to be factor prices. Such factor prices are
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not available, and indeed constructing them would be hard since the chain data are
aggregated employment over a number of different locations. An alternative is to use
lagged quantities as instruments, but in a fixed effect regression over a short period, such
lags are unlikely to be powerful instruments. Since the estimation of these parameters is
not our central concern, we do not pursue this issue here.21

Third, we do not have firm-specific output or input prices, rather 4-digit industry
prices. The consequences of this for production function estimation are explored by, for
example, Klette and Griliches (1996), who point out that omission of firm-specific output
prices, under the assumption that demand is Dixit–Stiglitz, introduces a term in (pi � pI)
in the error term, so that cross-sectional comparisons of TFP reflect both differences in
technology and price deviations. (Here (pi � pI) captures the difference between firm and
industry level prices for input Z.) Similarly, if the input prices are firm-specific, then the
error term also contains a term in �cZðpZi � pZI Þ for the Zth input. Thus cross-sectional
comparisons of TFP reflect also the ability of firms to source inputs cheaper than others
(such firms will have higher measured TFP). This is then another reason to include fixed
effects. Thus the γ terms are biased to the extent that deviations in within-firm scale meas-
ures from the mean are correlated with deviations of output prices net of input-elasticity-
weighted deviations of input prices.

The direction or magnitude of this bias is not clear. In the levels, it seems reasonable
to assume that larger firms can source cheaper inputs, giving them higher measured TFP.
Since this level effect is controlled for, bias would occur to the extent that changes in /
are correlated with changes in �γZ(piZ � pIZ). Thus any effect of median size (as an
example of a / measure) on measured TFP would be biased upwards if firms with rising
median sizes were achieving higher input price gaps. We might imagine that more mono-
polistic firms would be able to achieve higher input price gaps, and that this might be
more likely in large firms. However, large firms have had falls in median store size, which
would induce a negative correlation between median size and price gaps, which would
imply that our effects are understatements of the true effect.

Fourth, a related effect due to lack of firm-specific prices comes about with product
mix. Anecdotal evidence suggests that smaller stores in large chains often carry different
(high-value) product mixes and do not feature special offers in the way that large stores
do. Suppose then that large stores offer both high- and low-price baskets of goods, but
that only large stores feature discounts. Thus, in obvious notation, the large stores are
offering a basket with value BL = PH(1 � s)QH + PLQL, whereas the smaller stores offer a
basket BS = PHQH. Denote the number of stores in a chain as N, with m the fraction of
small stores, in which case the firm-level basket, which is what we measure, is BF =
N((1 � m)BL + mBS). Thus in the cross-section there will be a correlation between
the fraction of small stores and the revenues from full-price high-margin goods.
If these revenues are higher,22 then chains with more small stores would have
higher measured output. This works in the opposite direction to what we have
found.

Fifth, consider aggregation. As discussed, our data are at chain or firm level. We pos-
tulate a log-linear relation between firm-level outputs and inputs, and within-firm meas-
ures of input distributions. However, by definition, the log of chain-level output or
input, which is the log of the sum of outputs or inputs, is not the same as the sum of the
logs of outputs or inputs. Thus we have to be careful that the within-firm measures do
not appear just due to aggregation. As we show in some detail in Haskel and Sadun
(2011), aggregation introduces an extra term that is not in the within-chain dispersion of
inputs, but in the gap between various measures of the dispersion of within-chain inputs
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and outputs. We lack the data to construct this term or to infer what the resulting bias
from its omission might be. (Since we use fixed effects, the omitted term is changes in
this gap.)

Results

Table 4 sets out our results. Since we focus on the impact of the within-firm size distribu-
tion, we use only multi-store firms in this table. Thus the first column sets out a regression
of output on the standard inputs with a dummy for whether the firm is a national chain
or not (the omitted category is a regional chain) on 7469 firms. The sum of the coefficients
on the conventional inputs (0.982) indicates decreasing returns, and the national chain
dummy indicates a (statistically insignificant) positive TFP advantage to being a national
chain. To help interpret these numbers, column 2 shows a fixed-effects regression (on the
same sample of firms). Here the coefficients on the inputs are reduced somewhat (except
for ln_N), and the national chain dummy indicates a (statistically significant) positive
TFP advantage, relative to regional chains, of about 7%.

The fall in the input coefficients, particularly of capital, is in line with the well-known
exacerbation of measurement error with fixed effects and might therefore suggest that we
should not use the fixed-effects specification. However, there are presumably a host of
unobserved distribution services, thus it would seem preferable to include the fixed effects
since the distribution services offered in shops are so hard to control for.

In the other columns, then, we consider within-firm employment measures with fixed
effects. Column 3 adds log median size, which is positive and significant, suggesting that
a 1% reduction in median store size is associated with 0.0261% decrease in productivity.
Columns 4 and 5 add the share of small stores in the firm by number and employment,
respectively, both of which are significantly negative (respectively �0.0712 and �0.0669),
suggesting that an increase in the number of stores below the beginning of period median
is associated with lower overall firm productivity. The next two columns show similar
effects while also controlling for median size. The final two columns look at the effect of
dispersion in within-chain store sizes, controlling for median store size. The dispersion
measures are the coefficient of variation of within-firm store size and the (log) interquart-
ile range, both of which are positive but statistically insignificant.

All this suggests that, controlling for overall firm size, fixed effects and other inputs,
within-firm store sizes have a statistically significant association with firm productivity.
Firms with smaller within-firm store sizes (measured as either median size or fraction of
small firms) are associated with lower productivity.

To explore the role of industry heterogeneity, we run separate regressions for each
3-digit SIC. This also enables us to better decompose the effects on productivity given
that the share of small firms has changed slightly differently across sectors. It is worth
noting, however, that sectors 521, 522 and 524 are the biggest subsectors in terms of
employment, so we amalgamated the remaining sectors due to small sample problems.
The top row of Table 5 reports the coefficient on log median store size for each 3-digit
sector (all other regressors are not reported). The second and third rows report coeffi-
cients on the fraction of small shops using measures by employment and number of stores
respectively. The table suggests that the results are mainly driven by ‘Non-specialized
retail’ (SIC 521) and ‘Other specialized retail’ (SIC 524—which excludes retail of Food
and Pharmaceutical goods), which together represent 86% of total retail employment
and 92% of total retail value added. For supermarkets (SIC 521), there is a strong pos-
itive effect from median size, with no significant effect from the fraction of small shops.
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For ‘Other specialized retail’ (SIC 524), there is also a strong positive effect from median
size, and a negative effect from the fraction of small shops. The other sectors have no par-
ticularly statistically significant effect.

Robustness checks and IV

Finally, in Table 6 we set out some robustness checks on the sample of Table 1. Col-
umns 1 and 2 repeat, for convenience, the benchmark specification from Table 5 for,
respectively, median store employment and percentages of small stores. We next consider
robustness. First, it might be that our results capture some unobserved effects due to the
distribution network of retail chains, i.e. vertically integrated firms have higher TFP and
larger stores.23 To explore this potential source of bias, in columns 3 and 4 we run the
baseline regression controlling for vertical integration using a dummy that takes value 1
if the firm’s main SIC code is Retail (SIC 52), but some of its establishments (local units)
are classified in Wholesale (SIC 51), or if the firm belongs to a larger enterprise group that
owns other firms whose main SIC code is Wholesale.24 The coefficient on the vertical
integration variable is positive and significant, but so are the coefficients on our size vari-
ables, which remain virtually unchanged. Second, in columns 5 and 6 we explore the idea
that the complementarity between larger stores and vertical integration might drive our
main result, but we do not find support for this hypothesis. Finally, we entered transport
costs (ln_T) separately to input costs. This is to test whether the small shops effect is just
a reflection of the notion that serving more small stores involves more transport, and to
the extent that there might be congestion involved, lower productivity. In the data, the
fraction of transport costs is positively correlated with the fraction of small stores, but
the regression table shows that the coefficient on small stores is hardly altered.

TABLE 5
INDUSTRY BREAKDOWN

Fixed effects
(1) (2) (3) (4)
Yes Yes Yes Yes

Sector 521 522 524 528
ln_m_emp 0.0394*** �0.0187 0.0379*** 0.0022

(ln(stores median employment)) (0.0106) (0.0320) (0.0142) (0.0156)
Pct_emp_small �0.0355 �0.0496 �0.0654*** �0.0258
(percentage of employment in small stores) (0.0252) (0.0520) (0.0232) (0.0438)

Pct_N_small 0.0189 �0.0876 �0.0623** �0.0623
(percentage of small stores) (0.0259) (0.0649) (0.0298) (0.0491)

Observations 1109 998 4292 1070
R-squared 1.00 1.00 1.00 1.00

Notes
The dependent variable in all columns is the log of gross output. The time period is 1997–2003. Each line corres-
ponds to a different regression. All columns include year dummies and controls for capital, employment, mater-
ials, region, age, multinational and multi-group status. All columns include firm-level fixed effects. Standard
errors in parentheses clustered at the reporting unit level to correct for heteroscedasticity of unknown form.
A national chain is defined as a retail firm that operates stores in all 11 UK regions. Pct_emp_small and
Pct_N_small are defined, respectively, as the share of employment and the share of stores below firm-level
median employment in the first year in which the firm is observed.
**Significant at 5%; ***significant at 1%.
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We also tried interacting ln_K and our store size measure; if ln_K captures store num-
bers and chain IT or other tangible capital assets potentially conferring scope economies,
this interaction potentially captures this effect. None of these interactions was significant,
however.

In a final check, we tried an IV type approach to the basic specification of Table 4,
column 3, i.e. fixed effects with log median size, where we used initial median size as an
instrument for subsequent median size. (Since we control for fixed effects, this effectively
uses initial median size as an instrument for subsequent changes in median size, where ini-
tial median size is measured as the median size of the shops within the chain in the first
period when the chain is observed, and the sample is all observations excluding the first
period when the chain is observed.) The rationale behind the instrument is that the
response to the exogenous change in planning regulation (which raised the cost of open-
ing larger shops) might have differed according to the stores distribution that firms had in
the pre-regulatory environment. For example, firms with initially larger stores might have
faced higher adjustment costs in changing stores’ distribution (i.e. opening smaller stores)
in subsequent periods. This is consistent with the evidence that ‘big box’ retailers such as
ASDA/Walmart had significant problems in adjusting their store strategies to the new
planning regime after the 1996 reform (Competition Commission 2000; Griffith and
Harmgart 2005). An immediate test is whether the instrument is correlated with sub-
sequent changes in median store sizes, i.e. the first stage F-test prescribed by Staiger and
Stock (1997). The coefficient is �0.0006 (significant at the 1% level), suggesting that,
indeed, firms with larger stores in the initial period experienced smaller changes in store
size. The F-statistic in the first-stage regression is 36, which is well beyond the Stock and
Yogo (2002) threshold of 16.25

The sample generated from this exercise was 2353 firms, which yielded a least
squares dummy variable (LSDV) coefficient of 0.013 (s.e. 0.014) on log median size.
The IV result was 0.144 (s.e. 0.06), both larger than the OLS and more precisely estim-
ated. Thus the IV estimate is much large than this or the OLS or LSDV estimates in
Tables 3, 4 and 5. What is the interpretation of the higher IV coefficient relative to the
OLS/LSDV coefficient? Discounting the bias from weak instruments, it could be first
that IV is upward biased due to a correlation between the instrument and unobserv-
ables that was exacerbated by using IV relative to OLS/LSDV. To explain the higher
upward bias relative to OLS, it would have to be that initial size has a higher correla-
tion with omitted factors affecting changes in productivity and median store size than
the OLS/LSDV bias due to the correlation between omitted factors affecting produc-
tivity and median store size. A second possibility is that IV is unbiased, but OLS/
LSDV is downward biased due to endogeneity, due to a negative correlation between
omitted factors causing chain productivity and median store size. Here it would have
to be that better managers chose to open smaller stores, which seems to be the reverse
of what is usually argued. Third, OLS/LSDV might be downward biased due to meas-
urement error in the changes in median store size that is corrected by instrumenting
with initial store size. It is quite likely that within-firm employment is misreported,
although without explicit checking of the data against published records (which we
cannot do due to confidentiality), the extent of this is hard to know. We do, however,
know that changes in mismeasured variables amplify the measurement error bias,
hence the initial level of median store size might be a better variable for this reason.
Finally, it is possible that there are heterogeneous coefficients and that IV has identi-
fied the local marginal effect arising from initially big firms, for whom there might
have been a very severe penalty to becoming small. For all these reasons, our OLS
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results may be an understatement of the causal effects of the move to smaller within-
chain store sizes due to regulation.26

Finally, as mentioned above, we do not have data on IT (separately from other K
terms). It is quite possible that the mix of store sizes in / is correlated with IT, where
more IT is needed to coordinate more large and small stores. In this case, if we had store
level IT, there would be no effect on TFP and the measured slowdown would be illusory.
However, much recent work on IT and productivity suggests that IT alone is not suffi-
cient to account for productivity, rather complementary organizational structures are
required (see, for example, Bresnahan et al. 2002) or product lines need to be expanded
(Basker et al. 2010). To the extent that store size controls for such complementarity
organizational structure, size would affect TFP even with IT data.

Economic significance of results

We believe that there is some support for a statistically significant association between
productivity and various measures of the presence of small shops in a chain of stores.
To judge the economic significance of this, we proceed in Table 7 to consider the effect of
changes in median employment.

The columns in Table 7 show the results for the four industries named as column
headings and for the total sectors, where the total sector results are the employment-
weighted numbers using the employment weights in row 1. Row 2 shows TFP growth for
each firm by using the change in log output less the cost-share weighted change in log
input,27 weighted the fraction of employment in the firm in the relevant SIC for each year.
The figures in row 2 are the sums of this for each SIC, and the total column is the
weighted sum (of each number in row 2, weighted by the industry employment shares in
row 1).28 Row 2 shows TFP growth rates of �0.28% p.a. in supermarkets, 0.10% p.a.
in food, 0.56% p.a. in pharmaceuticals and 0.84% p.a. in the rest. The overall productiv-
ity growth rate for retailing is, on our sample, 0.07%.

TABLE 7
GROWTH ACCOUNTING

521 522 524 528 Total

1 Industry weight 58.17% 3.25% 33.19% 5.38%
2 Weighted TFP growth �0.28% 0.10% 0.56% 0.84% 0.07%

3 Coefficient on log median employment 0.0394 �0.0187 0.0379 0.0022
4 Median employment 1997/8 58.5 6.9 12.3 9.5
5 Median employment 2002/3 49.7 7.3 14.2 10

6 Coefficient * change in median employment
Counterfactuals:

�0.64% �0.10% 0.54% 0.01%

7 TFP growth, no change in median

employment in 521

0.36% 0.10% 0.56% 0.84% 0.44%

8 TFP growth, no change in median
employment all industries

0.36% 0.20% 0.02% 0.83% 0.27%

Notes
Data are for SICs shown, with ‘Total’ being the employment weighted sum of the rows, using employment
weights in row 1. Row 3 gives the coefficients on log median employment for each SIC from Table 5. Growth
rates are average annual growth rates between 1997 and 2003. Numbers in row 6 do not correspond exactly to
row 3 * (row 5 � row 4) due to rounding in rows 4 and 5. Row 7 is row 2 minus row 6 for SIC 521 and row 2
otherwise; row 8 is row 7 minus row 6 (except for SIC 524).
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Before passing to other calculations, how do these data compare with other TFP
estimates? First, these are TFP calculated from gross output, which is always lower than
that calculated from value added. Basu et al. (2003) report UK gross output industry level
TFP growth rates 1995–2000 for retail trade of �0.58% (see their Table 5; note 3.23%
for the USA). For 1995–2002, +0.24% is reported in Timmer and Inklaar (2005, Table 6;
note 0.41% for the USA). Second, our growth rates are calculated for our sample of
chains and thus omit small shops. (As we show below, however, chains account for 96%
of value added in retailing.) Third, the chains in the sample had to survive at least two
periods in order to be included in the sample. Thus it misses, to some extent, the industry
productivity gains from entry and exit of new firms, and so might be expected to be below
the industry data. Note finally that it is of interest that the sector with the fall in the me-
dian store size has had the lowest TFP growth.

Returning to Table 7, row 3 shows the coefficient on log median employment size
from the earlier regression. Rows 4 and 5 show the median employment in each industry
for our sample in 1997/8 and 2002/3. As we saw in Table 3 (for the full sample), in the
regression sample median employment has fallen in ‘Supermarkets’ and risen slightly
elsewhere. Row 6 shows the predicted effect from the actual change times the coefficient.
In supermarkets, the predicted effect is to lower annual change in ln(TFP) by 0.64% per
year. In SIC 524 the effect is to raise it by 0.55% per year, and the effect is small and nega-
tive in SIC 522 (due to the negative coefficient in Table 5).

The final two rows set out two counterfactuals. Row 7 imagines that there was no
reduction in median store size approximated by store employment in supermarkets (but
other sectors were unaffected). Given that the supermarkets are so much larger than other
industries, this seems to be the counterfactual of immediate interest, since it is likely that
only for supermarkets would store size regulation be binding; but for completeness,
row 8 shows no change in any median store size in all industries. Comparing rows 7
and 8 with the actual case in row 1, in row 7 TFP growth is raised in supermarkets (by
the amount in row 6) but unaffected elsewhere, and in row 8 it is raised in supermarkets
but slightly lowered elsewhere. At the same employment weights, the overall effect is to
raise overall TFP growth from 0.07% p.a. to 0.44% p.a. and 0.27% p.a.

The following points are worth noting.
First, in the second scenario, even though productivity growth falls for the non-

supermarket sectors, supermarkets are large enough that overall productivity growth
still rises. Note, however, that because median store sizes rose in ‘Pharmaceutical’ and
‘Rest’, keeping median store sizes at their initial level lowers TFP growth in these sec-
tors in the second counterfactual case, where median store sizes do not change in any
industry.

Second, assume for the purposes of this illustrative calculation that planning has
caused a move to small stores and that we have indentified the causal effects of planning
on store sizes. Then what can we conclude about the effect of planning regulations in UK
retailing productivity growth? The Basu et al. (2003) data show UK retail trade gross out-
put productivity growth slowing from 0.38% p.a. 1990–5 to �0.58% p.a. 1995–2000, a
slowdown of 0.96 percentage points per annum (p.p.p.a.). Our results suggest that in the
absence of changes in store size in supermarkets only, productivity growth would have
been 0.44% p.a. rather than the actual 0.07% p.a. (see the total columns in rows 2 and 8
of Table 7). Thus we estimate an implied slowdown due to changes in store sizes of
0.44 � 0.07 = 0.37 p.p.p.a. This is about 39% (0.37/0.96) of the Basu et al. (2003) slow-
down.29 Note too (Basu et al. 2003, footnote 15) that UK retailing by itself accounts for
one-third of the UK (private sector) economy-wide TFP deceleration. Thus we estimate
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that regulation in retailing accounts for 13% (one-third of 39%) of the economy-wide
deceleration.

Finally, it is important to note that this is an effect on measured productivity and not
welfare. So, for example, it is perfectly possible that consumers are happy to pay for such
changes due to increased convenience and so on.

The cost of regulation

The above data suggest that the TFP slowdown is associated with retail chains moving
towards small store formats. It could, of course, be that consumers value small stores.
Hence a calculation of interest is to work out the implied cost sacrifice (due to reduced
TFP) per small shop that has been created. Our discussion above suggests that regulation
was likely most binding on the non-specialized (supermarket) sector, so we shall calculate
the implied regulation effect for this sector.

Our regressions suggest that the movement to smaller median stores has slowed TFP
growth by 0.64% p.a. in supermarkets (i.e. the difference between actual TFP growth and
what TFP growth would have been with no move to smaller stores, row 8 minus row 2 in
Table 7. Thus one way of thinking about the counterfactual situation where there is no regu-
lation is as follows. Total value added in supermarkets was £20.790bn, with chains account-
ing for 99% of it. Thus in the counterfactual situations, had there been no TFP slowdown,
chains would have been able to produce £132mmore per year (£20.790bn9 0.99 9 0.64%).

We can express this foregone production in terms of the additional small chain stores
created during the time period under consideration. In 1997/8 there were 1359 small
stores affiliated to national supermarket chains, and in 2002/3 there were 2859. This cor-
responds to a rise in 1500 small chain stores.30 Therefore the extra cost associated with
each new small chain store has been £132m/1500 = £88,000 per store.

There are a number of points worth making regarding these calculations. First, the
counterfactual assumes that extra output is ‘freely’ available, that is, that any extra output
requires no inputs to produce it. In this context, this may not be too bad an assumption,
since one way of thinking about the TFP here is the organizational capital in running large
stores. If this already exists in current large stores and can be applied to those stores that
would have been large in the counterfactual, then the assumption that it is freely available
would hold. Second, the counterfactual benefit above assumes that the current amount of
GDP could have been produced at lower cost by 0.64%, thus raising potential returns to
workers and capital at given prices. If markets are competitive, then prices will fall, raising
consumer surplus by this amount but also by the Harberger triangle, suggesting that this is
an understatement of the welfare loss. (We would need a complete model of consumer
demand in large and small stores in order to undertake a full welfare calculation.)

How does this work relate to Griffith and Harmgart (2008)? First, they set out a
model predicting the probability of a more or less monopolized market structure, cru-
cially taking account of individual preferences (e.g. for convenience stores). Second, they
estimate a model predicting the probability of having 0, 1, 2,… stores in a market, separ-
ately for large and small stores; see their Table 6. They find (p. 23) that controlling for
other effects, if more planning applications had been approved, the resulting market equi-
librium would have had more stores, with their strongest (in significance) marginal effects
resulting in more large stores (see their Table 6, column 2 and Table 7, columns 1
and 2). Third, they estimate a model linking the price at supermarkets with the local
market presence of single supermarket, duopoly etc. They then simulate the effect on
prices of a relaxation in planning regulations via the increase in the probability of a local
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consumer facing more supermarkets in the area. They find (p. 24, Table 17, last row) that
prices would have been lower by about 0.03% of weekly spend, which is £12m per year.

How do these findings compare to ours, in particular our supply-side calculations of
a loss of economies of scale/scope of £132m?

First, the counterfactual that we estimate is very different. We estimate a return to the
1997/8 size profile of stores. They estimate a change in market structure due to lifting of all
planning regulations. Their results suggest that there would have been more large stores, so
the counterfactuals are related, but not the same. It is worth noting that they find a positive
relation between denying planning applications and the probability of having local market
structures with fewer large stores; see their Table 2. They also find a (statistically insignifi-
cant) relation between denying planning applications and the probability of having local
market structures with more small stores; so this latter finding is in line with the shift to
more small stores that we are postulating, although on our data we are unable to make any
statements about the local markets where this effect might be concentrated.

Second, as mentioned above, their raw data show an increase in openings of small
supermarket stores after regulation (see their Figure 1). But our number is for a trend
towards smaller stores, which we assert is correlated with changes in regulation. If part of
that trend simply reflects changes in, for example, demand for convenience stores, which
Griffith and Harmgart control for, then we have overstated the effects of regulation on
the trend to smaller stores relative to them.

Third, the mechanism by which planning affects real outcomes is very different in these
studies. The Griffith–Harmgart effect comes about from changes in price-setting from less
competition due to the restricted entry of (statistically the most important effect) large
stores. Our effect comes from changes in supply due to the shift to small stores. Since our
data are on revenues, our effect is from changes in both prices and quantities following the
shift to smaller stores, which could be larger than the shift to prices.

Finally, we might have correctly estimated the changes in costs, but due to incomplete
pass-though, this is of course perfectly consistent with a smaller change in prices.31

IV. CONCLUSION

We have used UK microdata to explore whether tightened regulation might have been
associated with the reduction in UK retailing productivity growth in 1997–2003. We
document a shift to smaller shops following a regulatory change in 1996. This might
have caused a slowdown in productivity growth if firms lose scale or scope advantages.
Our microdata show a positive relation between firm-level TFP for multi-store chains
and large store formats, using various measures of the sizes and the size distribution of
the stores within the chain. Our results suggest that the fall in shop size is associated
with lowered TFP growth by about 0.4% p.a., about 40% of the post-1995 slowdown
in UK retail TFP growth. Given that the slowdown in retailing alone is about one-third
of the entire slowdown in UK market sector TFP growth, this is about 13% of that
entire market sector slowdown. It is also around £88,000 per small chain store created.

We believe that our results suggest a robust correlation between average store size and
retailers’ measured productivity. In future work it might be interesting to pursue a number
of other avenues. First, measured productivity reflects a number of different effects, such as
assortment, convenience, etc., for which consumers might be quite happy to pay. Second,
the postulated link between regulation and store is explored further in Sadun (2008). Third,
it would be of interest to explore other countries. Finally, more data would help us to better
understand the reason for this correlation (e.g. on IT or product lines).
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NOTES

1. With the notable exception of ASDA/Walmart, which stopped expanding altogether (Griffith and Harmgart
2005).

2. Haskel et al. (2007) provide a systematic analysis of the retail sector in the UK, the USA and Japan using
comparable microdata. The analysis is available only for 1998 and 2002.

3. The differences with the French retail sector are intriguing, as the French planning system is also highly reg-
ulated. Differently from the UK case, however, planning policy regulates the number of entrants and not
their size.

4. McKinsey Global Institute (1998) also argues that smaller store size in the UK may depend on the ability of
UK retailers to exploit space better.

5. By this we mean ‘natural’ economies arising from, for example, indivisibilities of opening (i.e. it requires a
minimum staff to open a store and staff the cash tills—see Oi 1992) as opposed to what we term scope eco-
nomies due to sharing of managerial expertise and information. Such information sharing is usually referred
to as a scope economy (see, for example, Klette and Griliches 1996).

6. In the future, of course, productivity stops falling as firms adjust their organizational capital to the new pro-
file of small stores.

7. For which, of course, consumers might be quite willing to pay in return for convenience, variety, etc.
8. See Jarmin et al. (2005) and Ellickson (2007) for a similar classification of retail firms.
9. Interestingly, the sale of pharmaceuticals in the UK is regulated.
10. We can calculate two versions of this statistic. We can simply take all S stores, regardless of firm, and com-

pute the median or other size, giving one measure for all stores. Or we can take all stores, allocate them to
their firm, and calculate a particular percentile, say the median for each of the F firms, and finally take the
average of this figure, say the median, over the F firms. This second method is used in the tables and corres-
ponds to the regression where we need a median per firm. The first method is used to construct Figure 1.

11. As a matter of information, our regression sample does not quite give this picture, since with fixed effects we
use firms that are present in at least two periods. But the changes are similar, namely a fall in shop sizes for
supermarkets and little change elsewhere.

12. Strictly speaking, since we allow for fixed effects, it will be the change in the distribution and change in pro-
ductivity.

13. This is also the line of argument followed by the McKinsey report into the UK grocery sector (McKinsey
Global Institute 1998). This mentions as fixed or quasi-fixed inputs management costs (about 10% of total
labour costs) and goods flow (stocking of goods in the aisles).

14. To make matters concrete, suppose that the knowledge is about the numbers of product lines and delivery
arrangements, written in a handbook. It is plausible that such knowledge is informative across different stores,
but that the pages describing arrangements for the large stores are not identical to those for small stores.

15. See, for example, the basic investment model in Bond and Van Reenen (2007).
16. The price-taking assumption considerably simplifies the model. Beresteanu and Ellickson (2006), and Aguir-

regabiria et al. (2007), among others, provide models of retailers’ expansion and competition with different
strategic settings and explicit demand systems.

17. Expansion can be by building new shops or taking over other shops (the relative price of which depends on
the price of land and the extent to which knowledge in one firm can be transferred to a brand new shop built
within the firm and a shop acquired by the firm).

18. It is in these terms that retailers have described the reform to the Competition Commission (2000). The
Barker Review (Barker 2006) estimates the average cost of a planning application at about £100,000. The
Competition Commission (2000) documents that the 1996 reform was associated with increased uncertainty
in the planning process and heightened application costs due to the introduction of the ‘sequential test’ and
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the ‘test of need’, i.e. after 1996 retailers have to prove the need for their new store in the chosen area and
the impossibility of opening an alternative store in an in-town location.

19. We also exploit the fact that ln(1 + x) � ln(x). Note that the total number of stores is included in the capital
stock K, and that the specification written here abstracts from possible complementarities between the share
of large stores and other inputs; we explore this below.

20. There is likely measurement error in the reporting of store employment as well. If it is classical, then that
would potentially bias the effect toward zero. Whether it is classical is not clear, however, since we might
assume that measurement error is greater the more stores that a firm has and the more new stores a firm
opens (since to some extent the ONS checking procedures and forms are based on previously recorded store
numbers).

21. Still another alternative is of course to use an Olley and Pakes (1996) type procedure, but this relies on par-
ticularly strong identification assumptions; see, for example, Bond and Soderbom (2005) and the discussion
in Hellerstein and Neumark (2007).

22. It would seem reasonable that they are higher, i.e. the demand at these stores is sufficiently inelastic that
revenue is large even with the lack of sale prices, since this would cover higher land rents at such stores
who are, for example, in centres of towns, or in stations and airports where presumably space is priced at a
premium.

23. See Holmes (2001) for a model where vertical integration and large stores arise as optimal complementary
choices with the introduction of IT.

24. The results are robust if we use only the first part of the definition, i.e. a firm is vertically integrated if its
main SIC code is Retail (SIC 52) but some of its establishments are classified in Wholesale (SIC 51).

25. The instrument might, however, be invalid if it is correlated with any unobservables that affect also affect
changes in productivity and changes in store size. Thus suppose, for example, that chains with initially high
median store size have unobservably better management throughout the period. If better managers affect
both subsequent productivity growth (not levels) and changing store size, then the instrument might be cap-
turing this effect and not a causal link between changing store size and productivity growth. One possibility
is that there is no relation between initial management and subsequent changes since management itself
might change. Otherwise, predicting the relation between initial management and subsequent changes is not
clear; better managers might be good or bad change managers, for example.

26. The IV results are on a smaller sample, so we explored how our results are affected by sampling by using
LSDV on the full sample, the full sample with all firms appearing for at least 3 years, 4 years, etc. The
results were mixed. The% small firms coefficient was always negative, fell towards zero, but varied in statist-
ical significance. The median firm size was negative for the 3-year inclusion, but then always positive but sta-
tistically insignificant. The effect of sampling is therefore not immediately clear.

27. The factor cost shares were for employment the share of gross output accounted for by labour costs, for
materials the share accounted for by purchase of materials, and for capital the remaining share. An altern-
ative is to use the implied output elasticities from the regressions instead of the factor cost shares. In the light
of the possible biases to the elasticities, we used the actual factor cost shares, which also eases comparison
with aggregate figures.

28. Strictly speaking, the TFP growth rates should be Domar weighted, but we ignore this here; there are few
sales by each retailer to the other, and employment is somewhat better measured than output.

29. Another way to think of our data is relative to the USA, although the counterfactual is not as clear without
knowing what happened in the USA to store sizes for large chains in supermarkets. The Basu et al. (2003)
and Timmer and Inklaar (2005) data suggest that US retail TFP growth is about 7 times and 2 times,
respectively, that in the UK. Our data here suggest that were there to be have been no change in median
shop sizes, UK TFP growth would have been about 3 times greater. This then overexplains the Timmer–
Inklaar figures, but is about 40% of the Basu et al. figures.

30. Table 1 shows in base period, 14,853 shops in SIC 521. From Table 2, 15% of those shops were in large
chains, which is 2228 stores. From Table 3, 61% of these shops were below the median size of large chain
stores in the base period, which is 1359 stores. By 2002/3 there were 2859 small stores within national super-
market chains. (Using the analogous tables, this is from 18,552 total shops, of which 23% in large chains, of
which 67% are small.)

31. The degree of pass-through depends critically on assumptions about demand—for example, for straight-line
demand curves it is 50%, but could be any number; see Bulow and Pfleiderer (1983).
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